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1. EXECUTIVE SUMMARY : DELIVERABLE 2 -A

Geotechnical assetse a critical part of the transportation infrastructure. The current methods to
guantitatively evaluate the condition and manage these am%et®t adequate to meet the
demands of the public and therefore, need improvement (AASHTO .Z0A8)primary reason

for the inadequacy of current methigdit is qualitative and laborious.

In this study, we rate th#reecommercial remote sensing tedtues(INSAR-Interferometric
Synthetic Aperture RadaLiDAR-Light Detection and Rangingnd Photogrammetryikely to

be able to meet the needs of users in different transportation environments for geotechnical asset
managementThe applicability of these techniquesare evaluated for both regional based
condition assessment as well as for local scale condition assessment. The regional scale
condition assessment represeavaluating the conditioof a large network of geotechnical
assetsalong a corridgrwhereasthe local scale condition assessment represaiuating the
condition of one geotechnical asset at a timeahe case of regional scale condition assessment,

the INSAR technique shows great promigele the photogrammetry is economical gmactical

to operate for local scale conditional assessment.

Using a rating methodology developed specifically for assessing the applicability of these remote
sensing techniques for geotechnical asset management, each techniques was rated for
information content, data spatial density and ground resolution, data availability and time
interval recurrence, accuracy, direct cost for data collection and analysis, indirect cost for data
collection and analysis, and availability of historical da€ay findings from the evaluation
indicate that there is no technique that has high rating for all criteria. In general, the
photogrammetry method is the most cost effective and easy to pmoedissd whereas, the

INSAR method has the relatively low cost per?lamd canprovide mm scale accuracy. The
LIDAR and phdogrammetry are comparable except that the initial cost for LIDAR
instrumentation can be significantly higher. The dethitating resulthighlight the criteria of

the remote sensing techniques that have patdntimpact the current practices for geotechnical
asset management, and also the ones that need additional sensor development and
commercialization. Ongoing and future activities of this study will investigate the field
performance of these remote sagsiechniques for geotechnical asset management.
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2. Introduction

Transportation asset managemedarfibridge Systematics Inc, 2008 becoming the standard
paradigm for developing and operatingransportation infrastructure in the United States
(AASHTO, 2011). Although transportation asset management in its broadest sense covers all
those aspects that could be related to transportation corridors, some of the less visible assets have
taken longer to be recognized as crucial to the process andaddtuthe managemerdnford,

2003; Stanley, 2011; Anderson, 2013), in part due to the difficulty in categorizing and
inventorying such an extensive body of assets.

Vessely (2013) outlines the general characteristics of the transportation asset manhagemen
applied to geotechnical assets, i.e. geotechnical asset managdéfegnielements of a
geotechnical asset management system include data collection and monitoring of the assets
performance over time, developed on a miidti hierarchical structureA wide range of
geotechnical features can be included in the list of assetading embankments, cut slopes,

and retaining walls. A key characteristic to analyze about these geotechnical assets is their long
term stability, as part of their overall perfoance.

Anderson et al. (2008) presents the case of geotechnical asset management of retaining walls,
and discusses in detail the case of the National Park Service retaining wall inventory. The
monitoring and performance assessment of the retaining wallshat case is based
predominantly on visual inspections by engineers or technicians, who visit the retaining walls
and collect a series of rather subjective data on the wall conditions and characteristics, e.g.
performance, age, ductility, etc. Each adsh characteristics are rated or graded by the inspector
based on his or her experience and understanding of the different categories in the evaluation
matrix. After rating and multiplying the values by relative weights that take into account the
relative importance of the different categories, a final score is obtained, and this value can be
compared with standard values, to give an idea of the general performance and state of the asset
(the retaining wall in this case).

Deliverable 2A RITARS-14-H-MTU 4



Although relatively easy to impheent in practice (e. g. quick data collection and interpretation),
such an approach requires periodic field visits and detailed visual data collection, but perhaps
moreconcerning is the obvious subjectivity and potential lack of uniformity in the criisad

to do the rating, leading to a potentially inconsistent database of performance monitoring
information, both over time for a given asset (as different analysts may have different criteria to

rate the assets), and over space for all the assetsviareagea.

Stanley et al. (2013) describe a similar but broader approagfotechnical asset management

of slopes in general, based on the idea of condition indices and peréermaasures. These
indices and measures can be assigned based on visuatiosglata, as for the case of retaining
walls described by Anderson et al. (2008), but could also benefit from more quantitative
information, linked to the geotechnical behavior of the asset. Managing the spatial characteristics
of the geotechnical assebver the length of a transportation corridor segment, will also require

integrating this information into a GIS database.

More indepth and detailed data collection and analysis will obviously imply a much higher cost,
and will not be justified unlessié long term benefit outweighs the cost of conducting such data
collection and analysis on a regular ba§santitative data that describe the physical, and more
specifically geotechnical and mechanical state of the asset would be much more informagative, b
such methods are often too expensive to be applied over broadiartes absence of strong
evidence for failure or high impact damage of the asfetslevant gotechnical investigation
usually require irsitu measurements and sampling of the géwiieal materials, laboratory
tests, and analysis, modeling and interpretation of such data, to predict the likely future behavior
of the asset.

Remote sensing based methods may have the characteristics (e. g. synoyatiare and
spatially extensivén coverage to provide an intermediate, tradeoff level (s&muantitative) of
information between simple visual inspections, and the more expensive, detailed geotechnical
analysis described in the previous paragrdptamples of the application of remote siag
techniques to geotechnical profie arenumerous but with few exceptions (e. g. Duffel and

Rudr um, 2005) they donot focus on how the
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geotechnical asset managemeHere we propose that surface displaceméatived from
remotely sensed data can be used as a quantitative indicator of the performance and state of

health of a series @feotechnicaéssets.

3. Remote Sensing Techniquesnd PossiblePlatforms

3.1 Synthetic Aperture Radar

Introduction to Synthiec Aperture Radar

Synthetic Aperture Radar (SAR) techniques have become a popular method in the remote
sensing and geodesy worlds for creating digital elevation models (DEMs) and ground
deformation maps. SAR data are usually obtained from antennas owirgrplatformi e.g.,

satellite, aircraft, train, et¢. although groundbased SAR usage has become more widespread of

| at e; this study deals with SAR data obtained
name comes from the fact that theitinlg satellite creates a wide aperture that simulates a larger
antenna. Since radar waves are transmitted and received by sensors located on the same platform
on the satellite, and since radar wave transmission and reception takes time (albeit, b relative
short amount of time), the distance traversed by the satellite between transmission and reception
of all radar waves that reach a given target is equivalent to the synthetic aperture length (Figure
1). If T is the amount of time a target is viewable within a ground swath width, from the
spacecraft and is the velocity of the radar waves (speed of light), then the lengththe

synthetic aperture is:
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Figure 1: The length of the synthetic aperture is equal to the total flight distance whiagia
target is incorporated within the swath width. In this example, a synthetic aperture radar system
is attached to the back of an aircraft and the target is a battleship. The battleship is viewable
(within the ground swath width) of four different tsmission locations (A, B, C, and D).
Therefore, the synthetic aperture length) (s equal to the distance between transmission
location A and transmission location D. (Figure taken from Wolff, 2008.)

The radar echd the radar return from the targetis received and electronically stored as a
complex number in the form of:

Ae*® = Acos¢ + iAsing
where A is the amplitude of the radar echo ahds the phase of the corresponding ground

resolution cell (pixel). For sinusoidal waves, the phase is mogulo 2

The following step describe radar wave transmission and reception, beginning with how radar
waves are emitted from the antenna, then the different types of radar reflection and backscatter
that occur, and finally how targets are differentiated using information containgxe iradar

echo.
Step 1: Radar wave transmission (Figure 2). The satellite transmits radar waves in the range

direction (perpendicular to the flight path). For the satellites used in this study, the radar waves

cover a 100 kilometewide ground swath, wh an incidence angle of 2at the center of the
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swath. The radar waves are actually emitted as short pulses (or chirps) with a center frequency of
5.331 GHz (Desnos et al., 2010). There are two major benefits for transmitting radar chirps
instead of truesinusoidal waveforms: (1) a high resolution is maintained in the range direction
while using a lower peagower, and (2) it allows for azimuth compression (the azimuth
direction is parallel to the flight direction), which is described in more detailejp $t{Dzurisin

& Lu, 2007).

=
_ 7 Flight Path

ENVISAT

ASAR
Groundtrack

RA-2
Groundtrack |

Satellite altitude
(~ 785 km) !

RA-2
measurement

Target Swath

ASAR image

Figure 2: The flight geometry of the three satellites used in this study. The ENVISAT satellite is
shown here (ESA, 2002a).

Step 2: The transmitted radar wave eventually reflects or scatters off targets in the ground swath
width. The type of radar backscatter depends upon three variables: (1) the transmitted radar
wavelength (5.6 centimeters for the satellites used in this study), (2) the size and shape of the
targets within each resolution cell, and (3) the moisture coofetite targets (Dubois, 1995).

The amplitude is directly proportional to the amount of radar backscatter. In radar amplitude

images, bright (or white) areas are regions of high backscatter, while dark (or black) areas

indicate regions of low to no backseat(Askne et al., 1997).
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There are five types of radar wave backscatter (Freeman & Wong, 1996): (1) specular reflection
T complete reflection of all incoming radar waves, similar to milikar reflection, appearing

dark in radar amplitude images (Figi8A); (2) volumetric scattering geometrically complex
areas, such as forest canopies, cause random scattering of radar waves-dmgmseonal
space, appearing variable gray in radar amplitude images (Figure 3B); (3) surface sdattering
short vegetadn, such as cropland, or a rough surface will result in random scattering, to a lesser
extent than volumetric scattering, appearing variable gray in radar amplitude images (Figure 3C
and 3E); (4) single boundethe geometry of the target is oriented ewgbicular to the incidence
angle so that the reflection angle equals the incidence angle, appearing bright in radar amplitude
images (Figure 3D); (5) double boundethe geometry of the target is such that two
perpendicular surfaces (e.g., a building aniéwalk) will cause the radar wave to reflect twice

prior to returning, appearing bright in radar amplitude images (Figure 3F).

\ %,
.4 ww«rww_,-/ ""’;f%

Rat Forest  Cropland Mountains  Rough ity
Surface Surface

A B C D E F

Figure 3: The types of radar backscatter: (A) specular reflection, (B) volumetric scattering, (C)
surface scattering, (D) sgle bounce, (E) surface scattering, and (F) double bounce. (Image
taken from Freeman & Wong, 1996.)

Radar backscatter signatures can become incredibly complex within one resolution cell (e.g., 625
square meters for the satellites used in this study) bedéwere usually are multiple scattering
sources (targets) that all contribute to the overall radar echo amplitude and phase. For example, a
forest usually exhibits three types of backscatter. A portion of the incoming radar wave will
reflect off the surfee of the tree canopy (surface scattering), another portion will reflect multiple

times between the branches and leaves within the canopy (volumetric scattering), and the
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remaining will either single bounce off the ground or double bounce off the trée tmad the

ground.

Step 3: The radar echoes are then received by a sensor mounted on the satellite and stored
electronically as a singleok complex (SLC) image. A raw (unprocessed) SLC image is
composed of pixel pairs that contain both amplitudepfiese or real component) and phase
(quadrature or imaginary component) information from each ground resolution cell. A process
called azimuth compression utilizes information obtained via the Doppler Effect, allowing for the

ability to distinguish many morautgets within a ground resolution cell (Dzurisin & Lu, 2007).

The SAR technique allows for better resolution in the azimuth direction when compared to real
aperture radar (RAR), which utilizes the actual length of the antenna as opposed to a
syntheticaly-derived antenna length. Azimuth resolution is improved by three orders of
magnitude when using SAR, from the kilometeale with RAR to the metacale with SAR.

The most surprising fact is the SAR resolution only depends on the real, not synthetinaant
length (e.g., ENVISAT antenna length is 10 meters) and is not dependent on antenna distance!

SAR applications only use the amplitude portion of the received radar waves. Amplitude, or
intensity (I = &), may be useful for analyzing types of featuaesl/or backscatter mechanisms
within a study area. Therefore, the major difference between SAR and Interferometric SAR
(INSAR), which is basically applying SAR techniques to study temporal changes, is that the prior
uses amplitude information from one aisition while the latter mostly uses phase information

obtained over multiple acquisitions (Kampes et al., 2003).

Introduction to Interferometric SAR

Interferometric SAR (INSAR) requires multiple acquisitions, all with identical radar properties
(e.g., fequency/wavelength, bandwidth, etc.) and look geometry (e.g., incidence angtd; line
sight direction, ground swath width, etc.). There are multiple techniques within the INnSAR
umbrella. Choosing which INSAR technique to use depends on two things: rniteemof

acquisition images available and the purpose of the study. For example, the creation of an
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optimal DEM would require just two acquisition images taken with a short period of time
elapsed between acquisitions. So using a tandem image pair froR$kdhd ERS satellites

(taken one day apart back in 1995 and 1996) would be a good choice because change in
topography (e.g., ground deformation) would be at a minimum and a more accurate topographic
recreation would be possible. On the other handhef goal was to observe slow rates of
movement, such as land subsidence on the scale of a few millimeters per year, two images would
be insufficient. Here, a stack of radar images spanning multiple years would be the best approach
because the long timesp@required to adequately measure these low ground velocities and

image stacking amplifies signal while reducing noise.

There are two basic categories of I nSAR techn

pass | nSAR, 0 wh e @aoguisitionimages uses in pracesimgr(n =R f 3, or-4). 2

pass INSAR requires one master (reference) image and one slave impags;IBSAR requires

one master image and two slave imagepads INSAR requires one master image and three

slave images.-pass INSAR is used for DEM creation or the monitoring of events over a short

period of time (e.g., earthquakes, volcanic eruptions, ocean wave actignMetssonnet et al.,

1993; Massonnet et al ., 1995) . The om@&trictcond c:¢

stacking, 0 where a stack of acquisitionrn | mage

term events (e.g., subsidence, ice flow, motion of tectonic plates). Two types of interferometric

stackingi persistent scatterer interferometry (PSI) dslributed scatterer interferometry (DSI)

T are the methods of choice for this study.

The phase component is critical for the application of INSAR. A phase change, or phase shift

(Df), may be measured between a master image and a slave image. Knowphgabeshift

allows for the calculation of the change in distario#) (between the satellite and the target over

a period of time between two acquisitions:
rd=23(52)

wherel is the radar wavelength, the ¥2 term compensates for thevaydravel of the radar

wave,and the Df / 2p) term is modulo @ characteristic of the phase shift. As stated previously,

the phase is the complex component of an SLC radar image. The phase is a measure of the

location along the sinusoidal wavefointhe phase shift measures the d#fece in the received
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radar sinusoidal location along the waveform (Figure 4). A phase shift measured between two
radar images acquired from the same orbital location at different times is proportional to a
change in distance between the satellite an@ta@ne radar wavelength is equivalent to a phase
shift of 2p0. However, ifDd > (1/24 ) between two acquisition images, the target will appear
decorrelated, no information is gained. This is due to the m&fulmture of the phase: if the
phase shift beteen two images is greater thgm (®ne full rotation), we are unable to calculate
how many rotations occurred; for exam@dDé, = p = 3p = 5p = (n+1)p (if n is an even integer

20). ThereforeDf ¢ 2p must be true or else decorrelation will occur. This mela@snaximum

displacementdmay that can occur without decorrelation is:

A
ﬂdmﬂ.’t’:_
2
ébecause i f, for exampl e, a t al/2) away foom the he gr

satellite, the transmitted radar wave must travel that distlwice and that corresposdo a
total distance off , which is equivalent to apgphase shift.

There are a few ways to avoid this decorrelation problem. The first would be to obtain a
temporally dense set of acquisition images. Decorrelation due to excess displacement will not
occur so long a®d ¢ (I /2) between each acquisition. If a dense stack of images is not possible,
another solution would be to find a satellite with a longer wavelength. This would increase the
amount of allowable displacement between acquisition images.ifAnéither of these two

solutions is possible, then one must search for a less active study area.

L
r

A
Y

Phase Shift .
(Of) . <

&
«

1 Period=2n =72

Figure 4: A visual representation of the phasgg &nd the phase shiftf) for two different
acquisitions. The two incoming radar waves are offset hnd & phase shift is measureable.
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Generation of SAR Products

Prior to discussing the specifics to interferometric stacking, the general INSAR processing steps
are explained. All InSAR processing, regardless if the technique-pass® InSAR or
interferonetric stacking, requires the completion of the sestep workflow described in the
AGener al | nSAR Pir)ooc esesd tnigo nStleelsow.1 Th-passonl y
INSAR and interferometric stacking is the number of acquisition scenes that assgea
through the workflow. The next two sectioisi Per si st ent Scatterer
ADIi stri buted Sc aiteack diseussed additienal precessimg ¢hat iis yncorporated

within that technique to obtain results.

General INSAR Prossing Steps (¥)

There are seven general INSAR processing steps that must be performed to convert SLC slant
range image data to liref-sight (LOS) ground displacements. The seven steps are: (1) baseline
estimation, (2) interferogram generation, (3) cehee and adaptive filtering, (4) phase
unwrapping, (5) orbital refinement, (6) phase to height conversion and geocoding, and (7) phase
to displacement conversion.

Step 1: Baseline EstimatioKnowing the exact location of the satellite along its orbital

path at each pass is incredibly important (this point will be further elaborated on in Step 7).
Ideally, the satellite would be in the exact same location every time it passed over a target.
Unfortunately, this is not the case. The perpendicular baseling i¢ the distance, in the
direction perpendicular to the flight direction, between satellite locations at different acquisitions
over the same target (Figure 5). The baseline estimation is important because i,B0

meters (the critical baseline ftire satellites used in this study), then there is a loss of coherence
between the acquisition pair because the radar viewing angles are too different and, therefore, a
loss of INSAR capabilities (ESA, 2008).

Deliverable 2A RITARS-14-H-MTU 13



'
\0\@?—\/’
Acquisition 2 f,// o
4 E;/,/’ // T
Acquisition 1 _~
7'1 E-’ n _,_/”
> ~
A e
o T | \ e
o L
L L | I » "\,__
| | = -”X'T. yI"\
’/ .
l ’//,/ A\ r
o <5
| r.
<
\*-\’ Image Pixel

Figure 5: Schematic of two different acqtimns (& and E) of an orbiting satellite. Notice the
difference in baseline (B) and perpendicular baseling.(Bn acquisition pair is usable as long

as B < critical baseline (1,000 meters for satellites used in this stuglig.the incidence angle

and R is the range distance between the satellite and the target resolution cell (image pixel) with
dimensionsyand . (Image taken from Ahmed et al., 2011.)

Step 2: Interferogram Generatiofhis step actually incorporates five ssteps (Hooper

et al, 2004): (1) image coegistration, (2) complex interferogram generation, (3) spectral shift
and common Doppler filtering, (4) interferogram generation (includes topography), and (5)
interferogram generation (excludes topography).

(1) Image CeRegistration i This is the process of spatially aligning more than two
images so that geographic identical pixels are placed in the same location (eventually by latitude,
longitude).

(2) Complex Interferogram Generation A complex interferogram is a mathematical
product equal to the coherence of the master image and the complex conjugate of the coherence
of a slave image (Ferretti et al., 2000). The result is a fringe pattern image that contains all the
information on the slanmange geometry of the study area (Etr et al., 2001).

(3) Spectral Shift and Common Doppler FilteringThese are applied to the received

radar signal that has undergone a spectral shift (usually due to a change in radar wave velocity
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between transmission and reception). The spectifilastd common Doppler filtering calculate
and tune the filters to these changes in center frequency (Bamler & Hartl, 1998).

(4) Interferogram Generation (Includes Topograpiyn interferogram is created using
a predefined ellipsoid as the datum. Thiss wusually referred to as tF
as the fringes within an interferogram still (at least) contain topographic and atmospheric
information (Ferretti et al, 2000).

(5) Interferogram Generation (Excludes Topographyn interferograms created using
the synthetic interferogram (from the previous -stdp) and a DEM. This allows for the
subtraction of topographic information from the interferometric fringes, leaving sources for
phase change as atmospheric phase delay, ground defornaatibsystematic noise (Ferretti et
al, 2001).

Step 3: Coherence and Adaptive Filterifigpe coherenceg)( between two coegistered

SAR images (master and slave) is defined as the ratio between the summation of the coherent
and incoherent radar data:
y= PERCIEA N
NONENES IR ENESIE

é wh e ri(g) arsl 3(x) are the coherence images from the master and slave acquisitions,

respectively, and2§x)" is the complex conjugate of the coherence file (Ferretti et al., 2000).
Coherence values range from 0 (incoherence or pure noise) to 1 i@all, sig noise), and is a
function of systemic spatial decorrelation, natural scene decorrelation, and additive noise (Askne
et al., 1999).

Adaptive filtering eliminates pixels that exhibit high noise (low coherence) from the
interferogram generated in ept 2(5) (Lopes et al., 1993). The coherence threshold, a user
defined variable, is used to eliminate all pixels with coherence below the coherence threshold.

Step 4: Phase Unwrappinghis is the process that resolves theaibiguity of the

interferogran d at a. Phase unwrapping basically oOtra
absolute phase values (Figure 6). Wh a 't I's me
incoming radar wave quantifies the wavelength location, or in other words, it re¢condsmta

point along the wavelength the radar wave is received by the sensor. Each point along the
wavelength is assigned a phase number, ranging from @.t4d the phase number increases

above P, it is reassigned a value between 0 apd @nd is theref@ consi dered Owr

Deliverable 2A RITARS-14-H-MTU 15



Unwrapping the phase allows for a phase ramp of continuous values, which is beneficial when

calculating the distance between the satellite and pixels within the target area.

Phaso dllerenca Gross Unwrapped phase
ol a fial area saction

7r Dhasa ix d4x 6n Hm Fhaso

T L T

; |
glani ranga slant mnga

Figure 6: If each of the segmented rectangles on thélllestrate fringe lines, the crossection

in the middle shows the associated phase values. Phase juthpsinstantaneous change in
phase value from/2to 07 create the savtooth-shaped crossection; this is the wrapped phase.

By eliminating the cdimes of the phase, the unwrapped phase can be displayed continuously,
with respect to slant range, as shown on the right; this is the unwrapped phase. (Image taken
from Lin et al., 1994.)

Step 5: Orbital Refinementhis procedure makes it possible tctlate the absolute

phase and the phase offset between acquisitions, to refine the satellite orbit, and to reduce the
corresponding perpendicular baselines. Orbital refinement accounts for the shift in azimuth
(flight direction) and range (perpendicutarflight direction) directions, the spatial convergence
of the orbits in both directions, and the absolute phase (Kohlhase et al., 2003).

Step 6: Phase to Height Conversion and Geocodlig absolute phase for each

acquisition pair (master and slave)donverted to height values for each image pixel. Each pixel
height contains precision and error information (Bayer et al., 1991). The image is then geocoded
into a useispecified map projection.

Step 7: Phase to Displacement GeneratRirase shifts b&een multiple acquisitions are

influenced by as many as five variables, shown in the following equation (Hooper et al., 2004):

APine = APropo T APsgr + AP giep + APgrm + APppise
ewhere the total p h a sDéin) & the durh of then phdsdn shiftsiduettoelre f e r o
topography Dfiwpg), the clange in satellite positionDfsa), ground motion Df gisp), all

atmospheric phase delay effedd 4m), and additive or systemic noisef (oisd. The purpose of
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some of the previous steps was to eliminate phase shifts due to extraneous factors: 8tegs 3 red
the Df topo phase shift component; Step 3 reduceshihgise component; Step 5 reduces Diesat
component. Two phase shift components reniafigim andDf disp.

In order to separate the phase shift due to ground displacement and the phase tshift due
atmospheric effects, one of two approaches can be taken. The first approach is to obtain
atmospheric data (e.g., water vapor content products from the Medium Resolution Imaging
Spectrometer (MERIS) instrument on the ENVISAT satellite), which can beassadl input into
an atmosphereeduction preprocessing step (ESA, 2013). The second approach is to make an
assumption: that the atmosphere does not vary enough laterally to warrant the need to remove
these effects. Most programs (including SARscape)adyreapply atmospheric filters.
Atmospheric effects can be avoided by choosing images acquired on days without precipitation

events and by processing over a small area, where lateral atmospheric changes are less likely.

Persistent Scatterer Interferometry

One of the two interferometric stacking techniques used in this study is Persistent Scatterer
Interferometry (PSI1). The PSI processing procedure incorporates all of the processing steps
described above, but the output differs. This technique searchieptiheadar images for pixels

with consistently high coherence throughout a stack of 20 images or more. A pixel with
consistent coherence usually exhibits a relatively stable geometry (no spatial or temporal
decorrelation) and a surface that allows fagreat amount of radar backscatter to return to the
satellite sensor (echo). Targets that generally fulfill these requirements are usually anthropogenic
structures, such as roads, bridges, buildings, and dams. They may also be natural features, such
as rockoutcrops or cliff faces that lack vegetation. Targets with consistently high radar returns
are known as persistent scatterers (PS) and are the only points with ground displacement
information in the PSI output. All other nd?S pixels are discarded andyide no information
(Ferretti et al., 2000; Ferretti et al., 2001).

The interferometric stacking rul#f-thumb is the slower the ground deformation (e.g., sediment
compaction that occurs on the millimeter/ysaale), the longer the period of time needed
measure the deformation (Hooper et al., 2004; Birgmann et al., 2006). This introduces a problem

regarding coherence: if a long time is needed to measure the ground motion, then it is more
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likely that the targets will lose coherence. Since PSI requivesspwith consistently high
coherence over the timespan of the study, the way to work around this problem is to obtain as
many radar images as possible within the time of interest. This coherence problem is the main
reason why a stack of radar imageserguired for this technique.

Similar to any other radar interferometric technique, PSI has its advantages and limitations.
Advantages of using PSI include: (1) the ability to cover urban areas with high PS density
(thousands of PS/square kilometer); (2 thbility to detect millimeter/yeacale ground
velocities; and (3) the vast historical archive of data from sources such as the European Space
Agency, the National Aeronautics and Space Administration, the Canadian Space Agency, and
the Alaska Satellité-acility. Limitations of PSI include: (1) the inability to measure relatively
quick ground deformations (e.g., greater than 2.8 centimeters between acquisition); (2) PS
locations are unknown prior to processing; (3) all ground deformation measurementsiarim

the lineof-sight (LOS) direction; and (4) there exists an extreme variable spatial sampling,
where urban areas yield a high PS density while rural and vegetated regions yield a low PS
density (less than 50 PS/kilometer) (Crosetto et al., 2010).

Distributed Scatterer Interferometry
The second interferometric stacking technique used in this study is Distributed Scatterer
Interferometry (DSI). DSI addresses the fourth limitation of PSI (addressed in the previous
section), which is that the PSI techue may yield thousands of PS/kilometer in urban areas, but
only tens of PS/kilometer in rural or vegetated areas. Using DSI, we are able to locate distributed
scatterers (DS) that give us exactly the same information that PS do (e.g., ground veldcity), bu
DSl is applicable in rural and vegetated regions.
There are many algorithms that search for DS.
and was created by TeRilevamento Europa (TRE), an advanced InSAR technologies company
basedoutof ltalyan6anada. The SqueeSARE algorithm can
steps (Ferretti et al., 2011):
1. The DespecKS algorithm (which basically stands for Despeckle Kolmog@gmornov) is
used to identify the family of statistically homogeneous pixels (SKHP®ach pixel (P).
SHPs are groups of adjacent pixels that exhibit similar radar returns. sLie¢ the

number of SHPs.
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2. For those SHP groupings wherg ibl greater than a usdefined threshold, they will be
defined as DS.

3. For all DS, a sample coherenestimation is performed with the specific information
gained from Step 1.

4. A phase triangulation algorithm (PTA) is applied across each coherence matrix from each
DS.

5. All DS with a PTA value greater than another udefined threshold will substitute the
original phase values with optimized phase values.

6. Last, the DS are processed jointly with the PS (from the PSI technique). Adies
with both DS and PS is generated.

DSI, and SqueeSARE specifically, alddoegians, f or
where PSI inherently fails. The result is a greater density d@d®points across the study area.
One idea must be kept in mind when interpreting DSI data: the PS points contain information
only from one pixel, while DS points contain inforneat from a group of MNsized pixels

surrounding the displayed DS.

Satellite Platform Specifications and Products

Radar images from four satellite€RS 1, ERS2, ENVISAT, and RADARSATL i are used for
this study. Table 1 lists and compares the techmigdlacquisition parameters for each satellite
(ESA, 2002b; ESA, 2012).
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Tablel: INSAR satellite and sensor characteristics.

Parameter ERS-1 ERS-2 ENVISAT RADARSAT-1
NearCircular, NearCircular, NearCircular, NearCircular,
Orbit Type Polar, Polar, Polar, Polar,
Sunsynchronous| Sunsynchronous| Sunsynchronous| Surnsynchronous
Acquisition Dates 19912000 19952011* 20022012 19952008
Altitude (km) 782-785 782-785 772774 793821
Inclination 98.52 98.52 98.40 98.60
Period (min) ~100 ~100 ~100 ~100
Orbits/day 14.3 14.3 14.3 14.3
Repeat Cycle
(days) 35 35 35 35
Active Microwave | Active Microwave
Instrument Instrument Adv_anced
comprising a SAR| comprising a SAR Synthetic Apertu_re Standard Beam
SAR Instrument(s) (image/wave) (image/wavg Radar (ASAR); SAR
) ) Radar Altimeter 2| (Fine Beam SAR)
modes; modes; (RA-2)
Radar Altimeter Radar Altimeter
. _ _ _ 20-49
Incidence Angle 23 23 23 (30-50)
5.3 5.3 5.3 5.3
Frequency (GHz) C-Band C-Band C-Band C-Band
Wavelength (cm) 5.6 5.6 5.6 5.6
Polarization \AY] \AY) \AY] \AY)
Spatlal(rljssolutlon 30 30 30 30 (-8)
Swath Width (km) 100 100 100 100 (50)

*ERS-2 had some gyroscopic malfunctions in February 2084ta is unreliable after that point
(ESA, 2008).

3.2LIDAR
Lidar is an ative form of remote sensing. Active means that tH®#AR sensor is generating
energy that is used to create the remote sensing data. The light pulse flies from the laser till it
hits an object, and then the reflected laser light is recorded by andéseotee to determine the
time of flight of the laser energy. The time of flight is used to calculate the distance from the

LiDAR sensor to the feature, in our case being the ground or slope.

The platform on which th&iDAR sensor is mounted can be statioy or mobile. Mobile
platforms can be vehicles on the ground or aircraft, and even spacecraft. StdtiQsiRy

sensors are typically mounted on survey tripods.
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On all platforms, th&.iDAR sensor is coupled with other sensors to record.tbAR sers or 0 s
position. With mobile platforms, other sensors record its orientation. Position is recorded using
a global navigation satellite system (GNSS). An inertial navigation system (INS) records the
motion and orientation of the truck or aircraft as ives or flies(figure 7)

Typical MLS components

Scanner( *Camerz@s)

IMUWINS

Interface
lDMI and storage

Figure 7 Components of a mobileaDAR system (from NCHRP Report 748)

The distance of th&iDAR sensor from the feature being imaged determines the density and
resolution of theLiDAR data being collected. Close range lasanamg collects dense, high
resolution data. Aircraft mountddDAR sensors collect relatively sparse data, but over much
larger areas with great efficiency, compared to static terrektB#lR scannergfigure 8) As

with other remote sensing technojpdiDAR has seen increases in data collection rates and

more dense data sets.
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Airborne LIDAR Mobile LIDAR

ADirect view of pavement & cliff tops AGood view of pavement
APoor (oblique) view of vertical faces andiDirect view of vertical faces

cannot capture overhangs AcCannot capture cliff tops
AFaster coverage ASlower coverage
AlLarger footprint (>0.5m) Asmaller footprint (43 cm, typical)
AlLaser travels much farther ACloser to grountbbjects
ANot limited to area visible from roadwayALimited to objects close and visible

ALower point density (B0 points/n?) from the roadway (<100m, typical)
_ . AHigherpoint densityo mn n Qa
points/m?) but more variable

R X8 : S -,R R .L‘:sx‘é!\\:b‘
Figure 8 Comparison of airborne and terrestrial mobléAR systems at Glitter Gulch project

site (from A Platform for Proactive, RisBased Slope Asset Management, Phdseby
Cunningham, Olsen Wartmamd Dunham

The LIDAR data collected is often described as a point cloud. The point cloud has three
dimensional position measurements for the features being scanned. Besides the features of
interest on slope, there arther types of data in the point cloud, such as cars on a road, people
on a sidewalk, houses, trees, and even the branches and leaves on a tree. To Infak&the

data in the point cloud useful, the data must be processed and fifigted 9) ManyLiDAR
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vendors provide processing data, however tpady software is usually required for the

filtering of data to derive variousDAR data products.

Figure 9. Lidar point cloud with examples of noise to be filtered and removed at Glitter Gulch
projectsite (fromA Platform for Proactive, RisBased Slope Asset Management, Phiskeyl
Cunningham, Olsen and Wartman).

Filtering airborne data is performed by looking down at the data from the perspective of the
aircrafti and these filtering algorithms weseme of the very first developed to remove features
above the ground in order to extract a bare earth data set. Filtering terrestrial data, from a
moving vehicle or a static tripod is more involved because the filtering algorithms are not mature
for the various applications that tHdDAR data can be used. For geotechnical analysis, it is
typical to remove vegetation in order to measure the bare(&gtite 10)

Deliverable 2A RITARS-14-H-MTU 23



